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One morning last October in the wee hours, 
Joe Peyton, Assistant Vice President of IT 
Operations at Redwood Credit Union (RCU), got 
a distressing phone call from his CIO.

“He told me his neighborhood was being evacuated,” Joe 
recalls. Wildfires were threatening Santa Rosa — not just 
the CIO’s home, but RCU’s headquarters, too.

Prepare for the worst, hope for the best
Joe, his CIO, and all available RCU IT staff sprang into action. By 
5:30 a.m., the RCU CEO, the executive team, and a dozen staff 
had gathered at the credit union’s branch in a neighboring 
city about nine miles south of RCU’s Santa Rosa HQ site. 

Although information was sketchy, the team knew RCU’s 
HQ building remained online — but for how long? The 
disaster for which RCU’s team so dutifully prepared had 
arrived on their doorstep.

“We immediately made two critical decisions,” recalls Joe. 
“First, we prepared to fail over to our disaster recovery site. 
Second, we agreed that until our headquarters building was 
out of commission, we’d use its infrastructure to run our 
operations. We wanted to be ready for a failover but actually 
do it only as a last resort.”

This decision was made with RCU’s member community in 
mind, because even the smoothest failover process requires 
some downtime, inevitably disrupting members’ ability to 
make purchases and access ATMs. 

“We were determined,” says Joe, “not to add more stress to 
an already very difficult time for so many.”

Embers that got the adrenaline pumping
This gutsy call required above-and-beyond performance from 
both RCU’s IT staff and the people at Quest, RCU’s disaster 
recovery (DR) site partner. 

Even though failover can be accomplished virtually, Joe 
hoped to run RCU’s operations from the branch. And the 
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As our story about RCU’s dramatic experience shows, 
disaster recovery has become an essential part of 
every business. Unfortunately, many of those seeking 
effective DR come away empty-handed, convinced that 
protection is out of reach, the cost too great. 

If that’s been your experience, you’re talking with 
the wrong people.

Disaster recovery is possible for everyone. To get it, you 
need to know what sort of protections your operation 
truly needs and then understand how today’s DR 
options can be matched to your requirements.

Begin by asking what you’re most likely to face — not 
only major events like fire, flood, and earthquakes, 
but also the mundane, such as power outages. 

Next, determine where DR costs can be controlled 
through use of new approaches and technologies. For 
instance, RCU learned that integrating DR up front is 
far more cost-effective than adding it on later and now 
makes DR a core component of every IT task, from 
appdev to rollout. Other moves that can increase DR 
affordability include cloud solutions, virtualization, 
standardization, and reducing complexity.

Finally, once you’ve mapped your needs, look for a 
DR partner that emphasizes flexibility and respect 
for your organization’s requirements and budget — 
and be wary of vendors pushing 
you to spend beyond your 
comfort level. Remember, DR 
is not all-or-nothing; you can 
start with basic protections 
like data backup and 
recovery, then boost 
your DR capabilities 
as your requirements 
continue to evolve.

F ROM T IM BURK E .. .
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fastest way to accomplish that required some distinctly non-
virtual human actions — i.e., physically retrieving as much 
equipment as possible from RCU’s Santa Rosa HQ building 
and bringing it nine miles south to the branch site. 

But could Joe and his colleagues even get to the Santa Rosa 
location? “We decided to find out by going as far as we 
could,” he says.

Most traffic was fleeing in the opposite direction, so they made 
good time, reaching Santa Rosa by about six in the morning. 

“It was still dark,” Joe remembers. “The fires were quite 
visible. We could see about a quarter-mile through the 
smoke, but it was the wind whipping the ash and embers 
around that got the adrenaline pumping.”

As RCU’s CIO stood firewatch on the headquarters roof, the 
team quickly grabbed everything they could — several key 
servers, some network gear, PCs, laptops, tablets, files — 
then stashed it all into several trucks and hurried back on 
the road south. By 7:30 a.m., they’d safely made the nine-
mile return to the branch. 

Quick response from Quest’s HABC
Soon after, Joe began his journey to the Quest High Availability 
Business Center (HABC) failover site about 120 miles away.

“I called our Quest account rep, Justin Trammell, at 9 
a.m. to let him know I was on the road with a truckload of 
equipment,” Joe says. “I told Justin that if we had to fail over, 
we’d need help spinning up our gear and our DR processes. 
Justin’s response was, ‘OK, we’ll take care of you’ — and 
they did.”

Within 15 minutes, Joe notes, he received a call from Quest 
CIO Mike Dillon. Meanwhile, Justin alerted the Quest team, 
and Quest’s Josh Orchekowski was appointed operations 
point person for coordinating resources.

“An hour after I informed Josh that we’d require assistance racking 
in servers as well as expertise in VMware and NetApp, he called 
to say Quest was standing by. I pulled up to the site at noon, we 
had a short conference call with some Quest experts, and they 
took it from there while I worked on other things. I’d check in 
every thirty minutes and they’d ping me with any questions.”

Being able to access IT 
resources from Quest 
was a game-changer. 
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2

CHECK OUT MORE OF TIM’S THINKING AT  www.questsys.com/CEOBlog/

continues on page 3

www.questsys.com/CEOBlog/


Quest’s High Availability Business Center: How can we help?®

Quest’s Roseville HABC, one of over 
two dozen Quest Global Service 
Delivery Centers, is strategically 
located in one of the most seismically 
stable and secure areas in California, 
well above the flood plain, clear of 
mudslides and forest fires, sufficiently 
inland for protection from extreme 
weather — and within driving distance 
of northern California’s major 
metropolitan areas.

Tier 3 and SOC 2 compliant, the 
Roseville HABC offers more than 
120,000 square feet of physically 

secure, state-of-the-art data center, 
business resumption center, and 
high availability office space that 
customers can precisely configure to 
meet their specific needs. 

Network availability
Eight leading network providers 
ensure an advanced, redundant fiber 
optic network infrastructure.

Distributed redundant power
Two 12,000-volt utility power feeds 
and multiple diesel generators 
ensure continuous power backup.

Onsite support
An onsite Quest Network Operations 
Center provides 24 x 7 x 365 support, 
monitoring, and remote hands.

Cloud/managed services/co-location
The Roseville HABC houses Quest’s 
customized services — including 
infrastructure hosting, disaster 
recovery, data vaulting and 
replication, data protection and 
security, and server/application 
monitoring and management — 
as well as 40,000 square feet of 
raised co-location space.

continued from page 2

Quest’s HABC Helps RCU Endure Wildfire

3

“The only way we could have done what we did”
Within a few hours, the HABC site was ready to receive a 
failover, and by the second day, RCU would have been able 
to run its entire infrastructure from Quest’s HABC site.

“Being able to access those IT 
resources from Quest was a 
game-changer,” says Joe. “It 
was the only way we could 
have done what we did. We 
lacked sufficient staff and 
resources to simultaneously 
prepare for a full system 
failover and to keep operations 
running remotely in real time from a branch. Each of those efforts 
would have required all the RCU resources we could muster.

“Quest’s people put their lives on hold,” says Joe. “They went 
truly above and beyond. I was astonished at the resources 
made available to us — it was phenomenal.”

RCU’s headquarters building survived the fires, as did the 
CIO’s house (sadly, however, some 23 RCU employees lost 
their homes). Though critical systems were brought up to 
run in parallel and some ancillary services were rerouted at 
Quest’s HABC, RCU never required a full failover. 

A new view of DR
Even so, the experience has reshaped RCU’s view of 
disaster recovery.

“We used to believe a warm-site failover with tiered recovery 
windows was sufficient,” Joe explains. “But, we’ve learned 
through first-hand experience that we need active-active 
failover with all of our services running in multiple locations.

“More importantly, we 
now regard DR as a core 
component of everything 
we do. It’s not a project 
add-on; it’s part of the 
initial discussion, just 
like a rollout. We don’t 
use DR review sessions 
to determine whether 

and how we should recover something — that’s already 
built into our initial planning. We now use DR reviews to 
address strategic issues.”

‘We will be here for you’
While the ordeal provided RCU a better understanding of its 
DR operations priorities, affirmed its trusted relationship with 
Quest, and highlighted its IT staff’s stellar work ethic, it also 
renewed RCU’s community commitment. This is reflected in the 
outpouring of aid for the North Bay Fire Relief Fund, established 
by RCU in partnership with other community members. 

The response to the Fund, says Joe, has been deeply 
heartening. “We are thrilled to be able to look the 
community in the eye and say, ‘We will be here for you’.”

We now regard DR as 
a core component of 
everything we do.
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How much might your business benefit from deploying a 
well-crafted data protection infrastructure? The answer 
could be: way more than you think.

Research by analyst firm IDC* points to a five-year return on investment of 
262% for organizations that rely on trusted partners able to implement a mix 
of customizable, cloud-focused backup/replication/availability and storage 
solutions to support data protection and recovery operations.

Part of the reason these sorts of solutions can generate such impressive ROI 
lies in the ways they improve data availability and reduce data-related risk:

> 96% lower user impact (time lost) due to data loss;
> 93% shorter data recovery window;
> 89% increase in number of backups performed per year;
> 83% shorter backup windows;
> 78% lower user impact (time lost) from unplanned downtime;
> 50% less frequent occurrence of data loss; and
> 45% less frequent unplanned downtime.

These customized mixes of cloud-oriented backup/replication/availability 
and storage solutions also rein in the costs of data protection and recovery, 
thanks to the use of deduplication and data compression technologies, 
which can cut storage requirements by up to two-thirds. 

This, notes IDC, results in significant reductions in the need for storage 
capacity (48% less) as well as expenses associated with the solution and its 
maintenance and ongoing operations (36% less). 

So, overall, the five-year cost of a data protection and recovery environment 
comes in 48% lower on average for those deploying a mix of customizable, 
cloud-focused backup/replication/availability and storage solutions. 

And a good thing, too, since the median cost of downtime now stands at 
$150,000 per hour.

* https://www.veeam.com/wp-business-value-of-hpe-and-veeam-availability-
solution-idc-research.html?wpty
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